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The OWASP AI 
Universe is a 
Powerhouse!

• Top 10 for Machine Learning

• Top 10 for Large Language 
Models

• CISO Checklist

• Ecosystems Solutions 
Guide

• AI Security and Privacy Guide

• AI Exchange

• Cyclone DX ML-BOM



Gen AI Security in the News



Let’s Talk About Tay

• Microsoft experimental chatbot

• Designed to simulate a 20-year-

old female friend

• Interact via Twitter, Snapchat, 

etc.

hellooooooo w rld!!!

— TayTweets (@TayandYou) March 23, 2016



Welcome to 
the Internet, 
Tay!

Prompt Injection + Data Poisoning

Coordinated attacks start within hours



Tay’s Rapid 
Demise

Microsoft shuts down 
AI chatbot after it 

turned into a Nazi - 
CBS News

Microsoft Created a 
Twitter Bot to Learn 

From Users. It Quickly 
Became a Racist Jerk 

- New York Times

Trolls turned Tay, 
Microsoft’s fun 

millennial AI bot, into a 
genocidal maniac - 

The Washington Post

Microsoft’s Chat Bot 
Was Fun for Awhile, 
Until it Turned into a 

Racist - Fortune

Microsoft 'deeply 
sorry' for racist and 
sexist tweets by AI 

chatbot - The 
Guardian



Prompt Injection

• Crafty inputs, causing 

unintended actions

• Direct vs. Indirect

• Key variants:

• Forceful suggestion

• Reverse psychology

• Misdirection

• Adversarial attacks





The Fallout



The attack begins with a prompt 
injection delivered through a 
malicious email or shared 
document. Once triggered, this 
injection prompts Microsoft 365 
Copilot to search for additional emails 
and documents without user 
consent.

The attacker can then leverage ASCII 
smuggling, which uses invisible 
Unicode characters to embed 
sensitive information within 
seemingly benign hyperlinks. When a 
user clicks on these links, the 
embedded data is transmitted to a 
third-party server controlled by the 
attacker.



Slack AI, an add-on assistive service available 
to users of Salesforce's team messaging 
service, is vulnerable to prompt injection, 
according to security firm PromptArmor.

The core problem identified by PromptArmor 
is that Slack allows user queries to fetch data 
from both public and private channels, 
including public channels that the user has not 
joined.

The LLM pulls the attacker's prompt into the 
context window and Slack AI dutifully renders 
the injected message as a clickable 
authentication link in the user's Slack 
environment. Clicking on the link sends the API 
… where it becomes accessible in the 
attacker's web server log

By



Hallucination & 
Misinformation

• Statistical anomaly

• Artifact of insufficient 
training/data access

• Can aid in creativity

• Major source of LLM 
misinformation and risk

• Humans tend to over-rely 
on well-formatted data 
from computers







Reducing 
Misinformation Risk

• Retrieval Augmented Generation 

(RAG)

• Fine-Tuning

• Chain of Thought Prompting

• Feedback Loops

• Clear Communications



The AI Software Supply Chain Risk Profile



Training Data 
Poisoning

• Label Poisoning: Introducing 
inaccurately labeled or 
detrimental data to provoke 
harmful responses from the 
model.

• Training Data Compromise: 
Influencing the model's 
judgments by tainting a 
portion of its training data, 
thus skewing its decision-
making process.



Researchers have discovered about 100 machine 
learning (ML) models that have been uploaded 
to the Hugging Face artificial intelligence (AI) 
platform and potentially enable attackers to 
inject malicious code onto user machines.



Can Your LLM Know 
Too Much?

• Generative AI cannot keep secrets

• There is (almost) always a way to reveal 

sensitive information, including system 

prompt

• If the AI has access to backend data, 

assume the user does too



Don’t Loose Your 
Wallet

• Watch for Unbounded 

Consumption

• Denial of Service

• Denial of Wallet

• Model Cloning



Are You 
Paying for 
Someone 
Else’s LLM 
Bill?

Credit Itamar Golan, Prompt Security



Excessive Agency

• Excessive 

Functionality

• Excessive Permissions

• Excessive Autonomy



Now it’s 2024 
and we are not 
learning fast 
enough







The Clock is Ticking



Responsible 
AI/LLM 
Development
Framework

❑Limit your domain

❑Knowledge management

❑ Provide sufficient domain 
information to avoid 
hallucination

❑ Limit PII and confidential 
data to avoid leakage

❑Zero-trust 

❑ Scrub all input going to your 
bot (prompts, training data, 
documents)

❑ Don’t trust responses from 
your bot – filter aggressively

❑ Limit agency with a “human 
in the loop” where 
appropriate

❑Managed Supply Chain

❑Build an AI Red Team

❑Continuous monitoring



Don’t Trust 
Your LLM



Implementing Zero Trust



Implementing Zero 
Trust

• Differentiating intended vs. dangerous input to an 
LLM is extremely challenging

• User-controlled input directs the LLM’s 
output

• Ergo, attacker-controlled input can 
misdirect the LLM

• For this reason, we need a Zero Trust approach 
to data coming from the LLM

• Filter information coming from LLM to user 
(XSS, markdown exfiltration)

• Filter information coming from LLM to 
backend systems (SSRF, code execution, 
SQLi, etc.)



LLM Guardrails Frameworks

NEMO Guardrails

Awareness – Not endorsement

Purple Llama



Limiting Agency

• Limit features

• Limit permissions

• Human-in-the-loop decision making

• Health & Safety

• Financial

• Un-undoable actions



Extending 
DevSecOps

• MLOps & LLMOps

• Model selection

• Training data scrubbing

• Secure your pipeline

• Automate your ML-BOM build

• Build an AI Red Team

• Monitor/Log your system



AI Red Teams

• Nature of LLM vulns means more than 

just traditional pen testing is required

• Attacker mindset

• End-to-end scenarios

• Broad definition of safety and security

• “as a Service” options available



Log Everything

• Collect logs/traces/events from 

everything

• All prompts and responses

• LLM model interfaces

• Web/AppServers

• Databases

• Central log collection into a SIEM

• Anomaly detection/correlation (UEBA)

• Spot check interactions



Call To Action

• Experiment with Gen AI now

• Learn about the risks

• Equip your teams with knowledge

• Prepare a policy on Gen AI

• Start small, but move quickly

• Be bold and lead!



Amazon.com
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