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In a nutshell:

Accountability for risks must be FORMALLY assigned to decision-
makers who have influence and means to effect change...

...decision-makers must REMAIN accountable until data/tech use for
specified purposes ceases, or the role is formally handed over...

...SPECIALISTS are accountable for providing clear information about
requirements, risks, and blockages...

DECISION-MAKERS are accountable for providing sufficient time,
money, and support to make that work...

...because NO-ONE should be accountable for something that they
can’t influence, or don’t understand.

Infospectives™



EIANELE

h‘ Infospectives™




Where would you start?

High Risk Data? Legs / Regs? High Availability?

Absolute Criteria Conditional Criteria

C: Best next steps (Defer / Audit / DPIA / Pentest / Conformity Assessment)?
Requirements

Descope Defer Delegate Engage

D: Assess and manage (Residual risk estimate)
Design

Refine residual risk Plan remediation
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A TPRM program that mitigates risk from tail-vendors

Rule (strategy): Don’t expose 1M+ records through vendors over 0.1%-annual probability
Eliminates: 10-vendors (69-vendors to 59-vendors)

Cumulative-probability: 3% (once in 34-years) to 1.2% (once in 85-years)
X

— TPRM Average
== == Unmitigated 1,000,000+

More optimal curve . .
59-vendors, once in 85-year ©V|VOS€CU rItV

or 1.2% annual probability

Tail-vendors

0.17% probability and greater
Having insufficient security staffin

Fraction of Vendors

0.0 -
0.00001% 0.00010% 0.00100% 0.01000% 0.10000% 1.00000% 10.00000%
Probability for Causing a Third-Party Data Breach



https://www.vivosecurity.com/

Resource modelling

Per Supplier /
Overhead

IENS

Activity

Triage Per Supplier

Plan / Triage Assess / Remediate

Assessment Per Supplier

Remediation / Retesting Per Supplier

Contract negotiation Per Supplier

Governance data collation Per Supplier

Effort Per Task

Remediation data collation Per Supplier

Regular on-going governance Per Supplier

Overheads Per Supplier

Risk management Per Supplier
Metrics and reporting Overhead

Process development and planning Overhead

Training Overhead

Book of Work

Stakeholder management Overhead
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Defining uncertainty

[ Compliance Risk H Technical Risk H Reputational Risk

Recon Model Vulnerabilities Technical Vulnerabilities Harm and Abuse

Base Model Evasion I | Inversion | Lack of Quialtity-of-Service
Discovery | “ Authentication | Harms

Extraction ’ | Poisoning

Serving Insecure Allocation Harms
Infrastructure Membership Inference Deserialization

F Inappropriate Use

Methodology

Lack of Input >
Validation J Stereotyping

Dataset Collection Prompt-Injection

Pre Train Time Inference Post

) Data Data Model Model Model System EOL
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ML Dev
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Tech Stack

spark | | | [Accelerate]

[ Local } | Cloud
JLE J

MLFlow

Infra

Source: NVIDIA Red Teaming Introduction, June 2023



https://developer.nvidia.com/blog/nvidia-ai-red-team-an-introduction/
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Assurance and governance guidance is evolving

¢ P7018

OWAS p _ . Standard for Security and Trustworthiness
Al security & privacy guide Requirements in Generative Pretrained
Artificial Intelligence (Al) Models

Information Technology Laboratory
OCTOEER 30, 2023

Al RISK MANAGEMENT FRAMEWORK | Executive Order on the Safe, Secure,

and Trustworthy Development and
- F
Conformity Assessments in the Use of Artificial Intelligence

EU Al Act: What You Need to Know i

-

By ol BRIEFING ROOM

ISO/IEC 42001:2023

Information technology il R C ‘ S A R O A D M A P

Artificial intelligence ARTIFICIAL INTELLIGENCE

| Management system AND CYBERSECURITY
RESEARCH

ARTIFICIAL INTELLIGENCE

Sources counter-clockwise: OWASP, NIST, HolisticAl, ISO/IEC, ENISA, CISA, The White House, IEEE, Infospectives™

Status : Published

JUNE 2023



https://owasp.org/www-project-ai-security-and-privacy-guide/
https://www.nist.gov/itl/ai-risk-management-framework
https://www.holisticai.com/blog/conformity-assessments-in-the-eu-ai-act
https://www.enisa.europa.eu/publications/artificial-intelligence-and-cybersecurity-research
https://owasp.org/www-project-ai-security-and-privacy-guide/
https://www.nist.gov/itl/ai-risk-management-framework
https://www.holisticai.com/blog/conformity-assessments-in-the-eu-ai-act
https://www.iso.org/standard/81230.html
https://www.enisa.europa.eu/publications/artificial-intelligence-and-cybersecurity-research
https://www.cisa.gov/resources-tools/resources/roadmap-ai
https://www.whitehouse.gov/briefing-room/statements-releases/2023/10/30/fact-sheet-president-biden-issues-executive-order-on-safe-secure-and-trustworthy-artificial-intelligence/
https://standards.ieee.org/search/?q=p7018
https://standards.ieee.org/search/?q=cybersecurity

Al the next big challenge for the
| dlgltal skllls gap, EU's Schmit says

By Luca Bert ra om (DEst.4min @ 18 Jul 2023 (updated: @& 19 Jul 2023)

Source: Euroactive 2023

OpenAl recruiters are trying to lure
Google Al employees with $10 million

pay packets, report says

Source: Business Insider 2023
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https://www.euractiv.com/section/digital/interview/ai-the-next-big-challenge-for-the-eus-digital-skills-gap-schmit-says/
https://www.businessinsider.com/openai-recruiters-luring-google-ai-employees-10-million-compensation-package-2023-11?r=US&IR=T

How do you assess potential impacts?

Accountibility &

ight an
?::f.ﬁf | t;:r: POTENTIAL HARM
(DIRECT STAKEHOLDER) Fit for purpose

What harms might this stakeholder experience if the system does not effectively solve the intended
problem?

Who will troubleshoot, Transparency
manage, operate, oversee or
control the system during
and after deployment? Who

POTENTIAL HARM
Significant intelligibility

What harms might this stakeholder experience if there is not enough information to make appropriate
decisions about people, using the system'’s outputs?

can discontinue the system?

E.g., Microsoft, consumer Fairness &l
customer, enterprise customer, POTENTIAL HARM
BZ2B, B2C Allocation

Could the system recommend the allocation of resources or opportunities to a stakeholder differently based
on their demographic group(s)?

Privacy and Security () Reliability & Safety ()

POTENTIAL HARM
Ongoing monitoring, feedback, and evaluation

POTENTIAL HARM
Microsoft Privacy Standard

What harms might this stakeholder experience related to system changes and operation after release,
especially related to identification of issues, maintenance, and improvement over time?

Refer to the standard for compliance.
Microsoft Security Policy
Refer to the policy for compliance.

Source: Microsoft Responsible Al Impact Assessment Guide, June 2022



https://blogs.microsoft.com/wp-content/uploads/prod/sites/5/2022/06/Microsoft-RAI-Impact-Assessment-Guide.pdf

Dependent on quality inputs and broad assessor perspectives

Case Study: Hospital Employee and
Resource Optimization System (HEROS)

“Potential benefits and harms for the
stakeholder ‘scheduled surgery patient,
...the evaluation or decision subject...

...asking how this stakeholder could
benefit directly or indirectly from using
the system... summarized benefits as:

...better understanding of the length of
hospital stay and better able to plan for
things like childcare or house sitting”

Source: Microsoft Responsible Al
Impact Assessment Guide, June 2022

Accountibility @

POTENTIAL HARM

Fit for purpose

What harms might this stakeholder experience if the system does not effectively solve the intended
problem?

E.g., If the system is unable to accurately predict the length of hospital stays for scheduled surgery patients (the
intended problem), then decision makers will either make poor decisions based on the system outputs or stop
using the system.

Accountibility @

POTENTIAL HARM
Data governance and management

What harms might this stakeholder experience if the data used to train the system have not been sufficiently
managed or evaluated in relation to the system's intended use(s)?

E.g., If the system is trained using data from all types of hospital stays it may not accurately represent hospital
stays specifically for scheduled surgery patients.

Reliability & Safety (J

POTENTIAL HARM
Ongoing monitoring, feedback, and evaluation
What harms might this stakeholder experience related to system changes and operation after release,

especially related to identification of issues, maintenance, and improvement over time?

E.g, It's possible that practices within the hospital shift over time, and a model trained on the original data set
could become less accurate over time. Predictions would be less reliable, potentially compromising

patient (decision subjects) care.



https://blogs.microsoft.com/wp-content/uploads/prod/sites/5/2022/06/Microsoft-RAI-Impact-Assessment-Guide.pdf
https://blogs.microsoft.com/wp-content/uploads/prod/sites/5/2022/06/Microsoft-RAI-Impact-Assessment-Guide.pdf

Health Insurance Al - What is the risk and downstream Impact?

— AM A% onl Q| Q “ProPublica revealed that over a period of two months in
2022, Cigna doctors denied more than 300,000 claims as
part of a review process that used artificial intelligence,
with Cigna doctors spending an average of 1.2 seconds on

Oversight needed on payers’ each case;”
use Of Alin pTiOI' authorization UnitedHealthcare has said it uses technology enabling it to

JUN 14,2023 - 3 MIN READ make “fast, efficient and streamlined coverage decisions.

By Tanya Albert Henry, Contributing News Writer

Source: American Medical Association, June 2023

“NaviHealth employees have been told to hew ars TECHNICA

closer and closer to the algorithm's predictions.

In 2022, case managers were told to keep DESPICABLE —

patients' stays in nursing homes to within 3 UnitedHealth uses AI model with 90% error

percent of the days projected by the algorithm, rate to deny care, lawsuit alleges
according to documents obtained by Stat. In

2023, the target was narrowed to 1 percent” For the largest health insurer in the US, AlI's error rate is like a feature, not a bug.
’

BETH MOLE - 11/16/2023, 11:37 PM

Source: Ars Technica, November 2023



https://www.ama-assn.org/practice-management/prior-authorization/oversight-needed-payers-use-ai-prior-authorization
https://www.propublica.org/article/cigna-pxdx-medical-health-insurance-rejection-claims
https://arstechnica.com/health/2023/11/ai-with-90-error-rate-forces-elderly-out-of-rehab-nursing-homes-suit-claims/

Are health triage chatbots adequately governed?

Sep 18, 2023 - Technology “Kintsugi, an American startup that has raised more than $28 million from
investors and the National Science Foundation, uses its Al-powered voice

NeW AI tOOIS are analysis tool looks for signs of clinical depression and anxiety in short clips of
speech.”

helping doctors

screen for mental Grac-eIChang, Kln'fsugl S .fou.nder and CEO, told A>’<’|o§, It s‘r|10t what somebody
says, it's how they're saying it that really matters.” Kintsugi's system uses data

health Cond itions from 250,000 people who made voice journals to identify "voice biomarkers."

Source: Axios, September 2023

“The lack of transparency and methodological flaws are concerning, as they
delay Al’s safe, practical implementation.

Also, data engineering for Al models seems to be overlooked or misunderstood,
and data is often not adequately managed. These significant shortcomings may - : _
indicate overly accelerated promotion of new Al models without pausing to Artificial intelligence in mental

.  \etee . . health research: new WHO stud
assess their real-world viability,” Dr Novillo-Ortiz. on applications and challengesy

Source: World Health Organisation, February 2023

6 February 2023 | News release | Reading time: 3 min (678 words)


https://www.axios.com/2023/09/18/ai-tools-screen-mental-health-conditions
https://www.kintsugihealth.com/
https://www.linkedin.com/in/gracechang/
https://www.kintsugihealth.com/blog/how-voice-biomarkers-are-shaping-the-mental-health-space
https://www.who.int/europe/news/item/06-02-2023-artificial-intelligence-in-mental-health-research--new-who-study-on-applications-and-challenges

Progress governing Software as a Medical Device (SaMD)

Artificial Intelligence and
Machine Learning (Al/ML)
Software as a Medical Device

Action Plan S Marketing Submission Recommendations
The U, Food and Drug Administraton (FDA) issued for a Predetermined Change Control Plan for

the "Artificial Intelligence/Machine Learning (AT/ML)-

Based Software asaME‘-.dical I?evice (SaMI?) Ac‘fion d i ' ArtifiCiaI IntEI I igence:/M aCh i ne Lea rni ng
Sedi e e - S (AI/ML)-Enabled Device Software Functions

The Action Plan is a direct response to stakeholder

GUIDANCE DOCUMENT

Draft Guidance for Industry and Food and Drug Administration Staff

feedback to the April 2019 discussion paper, “Proposed
Regulatory Framework for Modifications to Artificial Intelligence/Machine Learning-
Based Software as a Medical Device” and outlines five actions the FDA intends to take.

APRIL 2023

Source: FDA, January 2021 Source: FDA, April 2023

“The commitments received
today will serve to align industry

Delivel’ing on the Pl"Ol‘I‘lise Of Al to action on Al around the “FAVES”

principles—that Al should lead

Il‘l‘lprove Health Outcomes to heal.thcare outFomes that are
Fair, Appropriate, Valid,

offitz » BRIEFING ROOM » BLOG Effective, and Safe”

DECEMEBER 14, 2023

Source: The White House, December 2023 Source: The White House, December 2023



https://www.fda.gov/regulatory-information/search-fda-guidance-documents/marketing-submission-recommendations-predetermined-change-control-plan-artificial
https://www.fda.gov/media/145022/download
https://www.whitehouse.gov/briefing-room/blog/2023/12/14/delivering-on-the-promise-of-ai-to-improve-health-outcomes/
https://www.whitehouse.gov/briefing-room/blog/2023/12/14/delivering-on-the-promise-of-ai-to-improve-health-outcomes/
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